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Score statistic 
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Cramer-Rao 
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Cramer-Rao iid 
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Equality 

 If and only if ( ) ( ) ( ) ( )S a W   = −  X X  

 



Cramer-Rao in the multiparameter case 
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Define the Fisher information ( ) ( )I Cov  =   S X  

We have as in the univariate case that ( )E   =  0S X  and 
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If ( )W X  is an unbiased estimator for  . Then ( )
1−

   is taken as an 

approximation to ( )Cov   W X  

 

Complete statistic 

 



 

 

 

 

 

Sufficiency and Unbiasedness 

W unbiased estimator of ( )  .  

T a sufficient statistic ( )E W T    =   and   ,  Var W T Var W       

T complete  E W T    is the unique best unbiased estimator for 


